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(e 87 — 100) (rafd — 3 =)
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aqeen (1) IO H Bg €S gl STHIEATT el @< § ¥ &I & STTET W1 & qA19 7 Fd g0 hral

T T F ST S T 21 IR SEfiear I v d S i F s RuE arsae ko
TT AT F FATER Fad Tged i T0 T qodiswd a1 ST a7 a9 39 &
FeET F7 2T ST

2) AT G F T F IAL AT I [ RAHE/ATITH (T=fiHeq) I & S =1y |
T ST H, TAT IFTAT T IACYEAHT F AATAT FF A FF 2 § 4 STITH
(A= HEE) F AraeTHar I

(3)  F Al & I3 ST & a1 HAH FHixl

(4)  w&T T F 20 HF B

(5) 3T B&T orraET SRS § fore ST | @™ Jeft w77 o I Had U gl AT9T § [7U
ST | Sferd: SRSt o sierd: B4t # fordt 12 3aw qeasiet &1 gedisa Tai ar
STTORTT |

(6) ¥ ToF T ST AU I8 I AT AT AT AT 37 it FeAT o 92 7S e
giferT & foret st =R |

(7) U T 9T % G AW 6 39< UF a1 o1 | THY 9531 § U of W o A0 900 &
3T A= | FRET o177 wo7 7 39 A ford |

(8)  wrw, Trer 7. Tt sex wfAfPat 3<% qfeaswr # Faer Ratfia wm o & o qar =g
AL IRAFT ST ATYTHI I 7T Fgl ot 7 ford |

O)  rfizar 3o e ¥ R Faer A srorar e @y arer 9/ arEe O 7
TN &Y |

(10) SwHT=aTl F1 FIS W Faw AR, TTSTTEqH, T ad, TSI SaaH Fqam
T ITHLUT AT HATL ITHRLIT (HARIT Aigd) el [&F SITUIT 37T T &f Svg 374H
TEJHTA T ST & SATUIAT, Tt aF o o Svg oq IT6 T@ AT T2t ol =0 e =7
I HA FIA IT G AT ST Tl gl AA-TRTHAA SAFel 7o HAFIAT & TANT 0l
FAT B

(11)  Fwe FgT FF (TF T%) AL AT * Sifad 3 a7 4 I 9 3677 ST =Anfgu)

(12) 3T =T GeATHT ATAT | T, ST TAT TTLAT 6 AT T FHT ST |

(13)  zreaw forgTs F forw sk 1e STU |
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1. (3)

C)

2. @3

C)

3 @

®s - A : gwifaar va wfageft

N §Hg # Ja6&dr # ¥ n GHg ¥ SRSWOR #, ¥dH M ueHh
A, Y F IARAT HhAF Uod FY (STEEAT T 9y "ew )
3HHT FEIT 3 yreq Y. UIod YAIOT T HATHAT HThelsh adIv.
farfaf@a w3 25 wEl & Sowew #§ ¥ 5 WHEl & Iefeow
T 8, TAF A A HAF @S (plot) §. Y FT AeT AHAT U H
@dt & &7 8. (areas of sample paddy fields).

qHE 1 2 3 4 5
N
(cluster)
&7 (Area) |24 16 12 6 25
21 16 18 3 3

yfd sq@s & e B Af F1 dwa T F FAST 3qF T F
qTT F.

Strong Law of Large Numbers (SLLN) & R & sqdIv.

we Reg # B w@dd mRos & T@9F ITHH (X0 o gam
IREEE FEIOT & WY TEE] SLLN FT 91aet FIT §.

SH a9 &1 qdeor F¥ fF 4T Strong Law of Large Numbers
(SLLN) Faad 3R wF §a= avred aefees IR avgat & egsa
XoN2Y g Hemerar waw #1 & @9 wEEd .

_8 >
="
0  otherwise

fArfafad & RenRa #1.
(i) "enfaar & AW (Convergence)

rth

(i)  mean & HHWIOT (convergence)
(iii) afafARaa afdaor

- X, =X gt g BT w1 &, 7 qurr & 905 )——a(X)
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@  Xon2Y goer guw a8 & @ iid ARRSF W TEg3t

ITHA B,
56
_— x>0
f(x)=1(x +5)
0 otherwise
X 0,2 X
n 4 s " TN AIET (sample mean) g
g o

@z B: W& ufaww 3iv 3rd wifegdhH

4 (3) agﬁuwm#maﬁqﬁcéﬁmaﬁmmaﬁﬁmﬁ.
d@ffcd & 90 F AFat & Sedud F FA AR ST FhdT 8.

(C) SV S model y=/f,+fX+e @r n  argelEe

(observation).

(i) I8 Tifea #Y & regression sum of squares = B 2(x, —X)z_
(i) 10 3rgeNFal F 3PS AT & F :
S(y, -9, =3267 Yy =633 Yy’ =42349 Yx =139 Y x’ =2239

X 3R y & "dAcAS HeHEY AT gU 9rad (parameters) Po 3R B,
FT TFholed F.

5 (3) Kk 3UAR & YHTT & AT & G807 & AT ga@Ior model & o
AT f32AYor (one way analysis) &1 fdaor g ea 9 & @q g
& @5 i"379R W n, observation, | =1.2,....k. #AFIIIH H FISE FI
aar gdaTor ufhar F grca F1. ANOVA oo faw.

(@) 9 SwEEaEt # & 16 Roaforat (observations) ¥ ARREF Tt
Tafaa T Tw. ANOVA aar &1 T S R o §.
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6 (31)

C)

(Source of

Variation)

=R 1 =T

d.f.

Squares &T g

Squares &
e &1 3T

sfafHar

(Treatments)

80

e (Error)

Fel (Total)

1500

TART df. & Ay, WdF 5% & TR W F 1 o7 = 2.76.
(i) FFACAATT FeAT F $FT TqT FT A F.
(ii) WTdH 5% TAX 9T AHTYHT smy Fa7 872

(i) FaF® & aR H AT FAT J6TQ 3?7 WA TS F4T 87

(i) AT JeIcla AT VI 3eIcid (time reversal & factor reversal)
¥ qdiator A FAT IJTGRIFATC §? Ig gAY fF Fisher's ideal index
number ¥ ST qdeToT B FHA .

afaf@a 3nsst &1 T=&er A gU Fisher price index number H
IR&fd (compute) FIA §T $H a1 H Heamad X 6 AT {6
(31} # Seaf@d g wiaTor FAvSeT® & & & Tahd ¢.

e YR ¥ (Base year) | ad#mT a¥ (Current year)
(Commaodity)
o AT T AT
P 5 60 8 60
Q 2 100 2 120
R 5 50 6 70
S 8 40 10 30

gz C : gifegdh sy

7 @) #e e Do, g(a)WUMVUE%HﬂTV,OEﬁmm

(unbiased estimator) §. a9 ¥% Rtz AT & o, UMVUE Faa
3t Rufy & ¥ 3 EVT,)=0VvV0e0, mmﬁ;wm

5(0) X E(V') <o % gaft srfrera smwarsi (unbiased estimators)

¥ fov Algg &
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(%) (i) AT DT X X X, be iid rvs with N(y,az), Ha\x O 3T
(unknown) PIX:>K] g k % areafd® W ¥, 1 UMVUE gar
.
(ii) #TT ST R X Xy X, be iid rvs with discreet uniform.

1.
f(X =x)=dyy 0 X=L2eN, N2l

0 ; otherwise

e" & UMVUE &T 9aT &9,
8 (31) (i) AT T fF Xi, X, X, areiid rvs with U(6,20), 0 €0,
0% MLE T 9dT o9Iu.

(i) AT AfaT P(X =—2)=Q,P(x =—1)=§
P(X =0)=1-0, P(X =1)=

farafaf@a 3Fst ¥ 0 & mile &7 var w9,
1,2, -1 -2,0 0, 1, 1, -1, 1.

(@ &= #ifdw &F X, X,,... X, beiid rvs with N(01). g(0)=6> , 0cO
& foT sz} T13vs (Bhattacharya bound) 9Ted &Y.

9 @) am A Xo X Xigegr YoYeoY,are iid rvs. B(n,p,) &
B(n,, p,) ¥ @ FAw, sar LTI N, g & Hoip> R & HHA

Ho P1=P: & qfiator % e Neyman Structure Test FT TaT @G,

@ & g (F{aE Tur Reeh) F 10 oRant F aeRos a1 & a8 o
Ten & 3% wreames Rfecr g AR 8

s (X) :[20[16[10[9 [18[21]8 [11[27]24
)
el (v) : [12]19 2317|2622 |15 [13]14 |25

Wald-Wolfowitz run test #T YalT #Id §T I g &% &
a=0.05 gy S FAEEAHH TF & THR FT AT (underlying
distributions) &.

[For @ =5%,C, =6]
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11

(37

(@)

(37

(@)

@3 D: yuATT 9fhamw

TF Y RFF F aRER 3orer 124, s aRenE ¥, YV, g

St R 0 a1, yeafs fr waRar & s, "=l F v Am
Xn:Yn+Yn—l’ (n_l)th ﬁ' qg m Th 3ﬁT nth C1Ed 3?9»13]’ % m
ganfaar & faw swff=afFa (expression) &1 gaT M.

P[X,.,=1],P[X, =2,X,,=1], P[X, =2/X,, =1], P[X,, =1, X,_, =0]
P[X, =2,X,, =L X,, =0],P[X, =2X,, =1 X, , =0]

X
FT

(i) & Ieaisr Ffaar matrix p T Stochastic BT 8, IfE TAH
FIAHA FT SIS TF & ST aiar &. I a1 Markov Chain &' &&
TET AT ST W&hdT, St WAERAF (aperiodic) sET & dur S od m+1
states §, adrd § & #if&a @snf@ar (limiting probabilities) 1/m+1 &
ganr & et 8.

(i) @ AT FX BFF & w¥A7 n flips & IR 7§ heads &
#@Eqr N, & qor Ko Nomod5, @@ [mP[N, g & o # ¥

n—oo

n, & Markov Property §? =arfRid 3gIT.

ar S A 3R B, RFd & & & 91 TF TEaT T g 3BT
W @ I g S9H head R@ar i wsmaam p ¢ I RFF =+
head W gar § a M A, IR B & T FuA1 SAaar 2. 3k afy
Red #7 tail 3R a1 & @ FIA B, N A  TF 947 A &
3W YR & JIRAT F 9w ve ARga amEr & s9F wa ¢, A
ST N. I8 @« aal & & Rt st Jamd & Fore @ W &F ST
T
¥ Markov Chain & & afotq #I. 94T 34+ stationery
distribution T 9dT &MU, FAT g Limit distribution §?

AT NfST v el 3@ F IR 1, 2, 3, 4 RAfFea Far Imar &, 7=
d X, Markov Chain & TSy aifgslt 3 SIet v waaar 2/3 § aon
Tt IR T D EE 13§ s ag ad & R AR Ko, 1 ¥ AR
T AT T AT FIaT § IT 4 F g 3 FA1ar &, O I 6 AT
£. ¥g gd1 #Y & Markov Chain 3% 4dige W fFaar &y faamar &.
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13

14

(37)

C)

(37

TEH e AT ;@ =2aY —aY o te & agnT Felar ST .
. 2
Siel & s Whe noise process ¥ FWH ywor © o
() T & Ao & AuRT F f59F AT process stationery 3.
(ii) auto covariances v, for k=2 1 qRoma farwre.
(iii) Ig saTw f» auto covariances F HF T v, =Aa“ +kB aka; T &

@ o1 Far §. A 9uT B % $5 #eAl & AT A9 constants @
dAT o’ & TIH TASE FEET NN I I8 @ & 3
correlation A« _

pe =L+ -a%k/+a?)g" k=012,.
(iv) 39X f&T I A R (2) process & &I & underlying time series

I AT F ¥ A qdiaTor F faw, gdamor gfkar samw.

s E: agﬁwaw

G quTH YfAAET (orthogonal factor model) &1 3Wehr wsft
ATt & Wy R{awer & g PArafaf@a st & afenRa #1.

(i) IoTR #IOT (Factor loading)

(i) fafdrse yazor (Specific variance)

(iii) SAETRFAT (Communality)

IUTF ITadsT (Factor Rotation) & aR # wféica & ¥ase #.

frfaf@a @ewAOr (covariance) matrix L & fau ws factor
model H ATA gU loading matrix L &r fafarse gavor (specific
variances) Witd . 3W& fav wH@ wew ufwAT (principal
component method) FT TAT HY.

1 -2 0
>=|-2 5 0
0 0 2
YU UCH NI 91T T IHT6T Fel TEOT F IHeaTd HT G .

YA  WEHEY (canonical correlations) YT WiATO®  fa=Ror
(PP variates) ® IR . g A &F yaxw yniorw

weday ARww Fu- & KA off v & absolute value & w31 §,

7
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C)

(37)

C)

. p:(pll P12J
oTeT P | P2

Vector (Prard X Poa FT o AfRed &
HgddeT .

~

ffaf@a Rusa geusy Aty § [RAT yyq1 ywos ggasy aur
3% "eArll gl f@ar sE9t (associated canonical variate
pair) 9Icd &Y.

1 W% 4
7 1% %
AR
AV
AR difaw pvpz,a’ragwaamaﬁ 7, and 7, ¥ qd HHTTI3N HY
gad & am (0L % daR wuw +4 W o ¥ 3w
Faffervor fAIH F gred T A Total probability of misclassification
(TPM) ® &7 &7 T&. afsh, o« fi’ p-variate normal mean vector
1 (i=12) qYT AT YWOT ARFH ¥ § a9 ~aaw PM fawsw &
YT o9y,

arer e @ =30 gur M =22 opservations, @ random vectors
Xi gar X, qv fhw oY &, f99% 9 bivariate normal distribution
$Y WHTEEAT, WA covariance ARFH Y F WY § W FHad: IIF
staa aFex “4 aur A &
T i dFeH dAT pooled covariance matrix F ATl B,
e 2
— —0.0065 _ —0.02483
X, = X, =

-0.039 —0.0262
4 (131.158 —90.423J

—-90.423 108.147

() Mo & gEer 3TATA (hypothesis) Ho >t =12 g1 ofetor
.

(ii) Mahalanobis sample distance D’. uTed .

(iii) Feffvor & fow Fgeraw TPM fager wrea +X.

(iv) Observation X'=(-021 -0.044) 7, or 7,

) —

8
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@3 F: §EIcAF favawor aur o4 aFlis

16 (31) =z X THuld (linear equations) # ugfad X &1 Hieasdtor

17

C)

(37)

(Approximation) &, @ ¥g «¥div & Gauss-Seideliteration WfshaT @1

(k+1)

YAl HId g X F 37Tl AFFAFIOT (next approximation) <
(k+1) — (k) (k) . .y =
AT EXT Y aRT WA Rt o @ § oet Vo O
-1 . — (9]

L)) r(k) =b - AXT e & - Ryl s (Diagonal part), L, A
&1 forgen Rrarohy smr, K70 L -0
$H 9fHAT F1 YA R gU Arfaf@a @Hiwor ggfd (system of
equations) & faw X? g #.

2X1— Xo =7

X1+ 2% —X3=1

—Xo+2X%3 =1

UR&sT$ WieAwIor (approximation) X© =[0 0 0] & T & o.
Newton-CotesdaT&R« ¥ (quadrature formula) T IRUMA fAsTe.
b
TF(X)dx= 3 4, F(x,)
a k=0
AT TGV (Interpolation) AT HT YA FId g fAfafea
form ®& Simpson’s rule &1 IRUMA A%T -
b _
Jf(x)dx:%[f(a)+4f((a+b)/2)+f(b)]
a
I foeeT qoiwifeas &1 Fqeaisd .
1 2

X
l. cos(x) dx

(i) 3rEia 3iax gR=res (forward difference operator) A &Y
aRenfa #¥ aur g8 yAog &1 &

(@) Alogf(x)=log (1+¥),
()

(b) A"sin(ax+b) = (23in%) "sin[ax+b +n(ah+”

)]
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C)

(37

C)

(if) Interval of differencing being unity, RFfaf@a #1 Feaiwa #.
(31) (2A+3)( E+2) (3x+x+2)
@) AZE3C

x & 7T & fAT (1) =4, 1(2) =5, 1(7) =5, f(8) =4 & ¥ # Rvw /v §
ARRA & AT I ¥ (Lagrange’s interpolation formula) T
YT FIA §U f(6) & Ao TAT x & Aed, FwF v f(x) Afwan
I FYAGH ¢, FT IadT AT,
Arafaf@a weat &1 Saw &
(i) Acafhar F TCP/IP Tesl AT I ATEAT H.
(i) 9% (F9R ATEIHA) FAT 8?2 Point to point HIF dUT YHR HIH
1 =gTEaT W,
fAmfaf@a geat & 3eav &
(i) Relational Database Management System # relation &T 3m9
Fa71 Y FAFea & RoaeT & QAfse attribute column 4T tuples &
T T IRHAT F TISC Y.
(i) I #r 40 F T FA dx Afaf@a gEaEit § f@v Binary
Search Technique FI TISC &Y.

12, 18, 24, 30, 35, 38, 40, 45, 50.

10
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PAPER Il - DESCRIPTIVE TYPE ON STATISTICS

(Maximum Marks — 100) (Duration — 3 Hours)

Instructions :

(1)

(10)

(11)

(12)
(13)

The question paper consists of six sections. The candidate may attempt any five
questions selecting not more than two from any section. In case the candidate
answers more than five questions, only the first five questions in the chronological
order of question numbers answered will be evaluated and the rest of the answers
ignored.

QUESTIONS FROM EACH SECTION SHOULD BE ANSWERED ON SEPARATE ANSWER-
SCRIPT/SUPPLEMENTS. In other words, a candidate may require/use minimum 2 to
4 supplements, in addition to Answer script.

Supplement should be attached to the answer script, before returning.

Each question carries 20 marks.

Answers must be written either in English or in Hindi. However, all the questions
should be answered in one language only. Answer-books written partly in English
and partly in Hindi will not be evaluated.

Each question should be answered on new page and the question number must be
written on the top in left margin.

The answers of parts of the same question, if any, should be written together. In
other words, the answer of another questions should not be written in-between the
Parts of a question.

The Name, Roll No. and other entries should be written in the answer-scripts at the
specified places only and these should not be written anywhere else in the answer
script and supplements.

Candidate should use only Blue or Black ink pen/ballpoint pen to write the answers.

No reference books, Text books, Mathematical tables, Engineering tables, other
instruments or communication devices (including cellphones) will be supplied or
allowed to be used or even allowed to be kept with the candidates. Violation of this
rule may lead to penalties. Use of non-programmable electronic calculator is
permitted.

ALL ROUGH WORK MUST BE DONE IN THE LAST THREE OR FOUR PAGES OF THE
ANSWER SCRIPT.

Answers will be evaluated on the basis of logic, brevity and clarity in exposition.
Marks will be deducted for illegible hand-writing.

11
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1. (a)
(b)
2. (a)
(b)
3 (@)
(b)
4. (&)

A: Probability and Sampling

In a SRSWOR of n clusters from a population of N clusters each containing M

elements, obtain an unbiased estimator of Y (population mean per element) .
Also obtain its variance. State the unbiased estimator of the variance obtained.

The following data relates to a random sample of 5 clusters from a population
of 25 clusters each consisting of 2 consecutive plots. The value of y are the
areas of sample paddy fields.

Cluster 1 2 3 4 5
Area 24 16 12 6 25
21 16 18 3 3

Estimate the average area under paddy per field together with its variance.

State the strong law of large numbers (SLLN). Show that every sequence
{X, }of independent random variables with uniformly bounded variances obeys

SLLN.

Examine whether the strong law of large numbers hold for the sequence
{X,,n>1}of independent and identically distributed random variables with a

common probability density function.

8 >
; (x) _ X X > 1
0  otherwise

Define i) Convergence in probability
(i) Convergence in '™ mean
(iif) almost sure convergence.

If X, —2—X and g is continuous function show that g(X, )—g(X)

{X,,n>1} is a sequence of iid random variables with a common density
function

56
S x>0
F(x)=1(x +5)° -
0 otherwise

Show that X —"—)% where X is the sample mean.

B: Linear Models and Economic Statistics

State the assumptions that must be satisfied in multiple regression. Briefly
state how to check violation of assumptions.

12
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(b)
5. (a)
(b)
6. (a)
(b)
7 (a)

Assume regression model y = g, + f,X+e and n observations.

(i) Prove that regression sum of squares = ,312 Z(xi - x)2
(i) Data on 10 observations gives:

S(y,-¥,) =3267 Yy =633 Yy’ =42349 ¥x =139 Y x° =2239
Estimate parameters g, and g assuming positive correlation between x and

Y- Find var(ﬁo) and coefficient of determination.

Describe one way analysis of variance model for testing equality of k treatment
effects, there being n, observations on the i" treatment; i =1,2,...,k. State the

assumptions and obtain testing procedure. Write ANOVA table.

A random sample of 16 observations was selected from each of four
populations. Part of ANOVA table is given below.

Source of d.f. Sum of Mean sum F
Variation squares of squares
Treatments - - - 80
Error - - -
Total - 1500

Value of F at 5% level of significance with appropriate d.f. =2.76.

(1) Fill in the missing values and complete the table.
(i) What is your conclusion at 5% level of significance?

(1) What do you mean by an index number? What purpose does it
serve?

(i) What are the requirements of time reversal and factor reversal tests?
Show that Fisher’s ideal index number satisfies both the tests.

Using the following data compute Fisher’s price index number and verify that it
satisfies both the tests mentioned in (a).

Commodity Base year Current year
Price Quantity Price Quantity
P 5 60 8 60
Q 2 100 2 120
R 5 50 6 70
S 8 40 10 30

C: Statistical Inference

Let T, be the UMVUE of g(#) and V be the unbiased estimator of 0. Then
prove that T, is UMVUE if and only if E (V T,) =0 V& € ® . Assume that second
moment exist for all unbiased estimators of g(ﬁ) and E (V?) < 0

13
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(b)

(@)

(b)

(@)

(b)

(@)

(i) Let X, X,,..., X, be iid rvs with N(,u,az), uand o are unknown.
Find the UMVUE of P[X, > k], where k is some real number.

(i) Let X,,X,,..., X, be iid rvs with discrete uniform.

o x=12..N, N2>1

X otherwise

f(X =x)=

OZ||—\

Find UMVUE of e"

(i) Let X,,X,,..., X, are iid rvs with U(6,26), 8 € ®. Find MLE of 6.

(i) Let P(X =-2)= g, P(X =-1)=

P(X =0)=1-0, P(X =1)=

wlo wl

Find the mle of # from the following data
-1, -2, -1, -2,0,0, 1, 1, -1,1.

Let X,,X,,..., X, be iid rvs with N(#,1). Obtain Bhattacharya bound for
9(0)=6%> , 0O

Let X, X,,..X, and Y,,Y,,...Y, areiid rvs
with B(n,, p,) and B(n,, p,) respectively, where n, and n, are known. Find
Neyman Structure test for testing H, : p, = p, against H, : p, > p,.

A random sample of 10 households selected from two cities (Mumbai and
Delhi), revealed that their weekly medical expenses were as under:

Mumbai (X) |: |20]16 ] 109 |18[21]8 |11]27]24
Delhi (Y) - [1219 (2317|2622 |15 | 13|14 | 25

Using the Wald-Wolfowitz run test, verify at « =0.05, if the two population have
the same underlying distributions.
[For @ =5%,C, = 6]

D: Stochastic Processes

A fair coin is tossed repeatedly with results Y,,Y,,Y,,... that are O or 1 with
probability half each. For n>1 let X, =Y, +Y, , be the number of one’s in the
(n-1)"and n"tosses. Find the expression for each of the probabilities.
P[X,.,=1],P[X, =2,X,,=1], P[X, =2/X,, =1],P[X,, =1 X, , =0]

P[X, =2,X,, =L X,, =0],P[X, =2X,, =1 X, , =0]

Whether X, has a Markov Property? Justify.

14
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(b)

(@)

(b)

(@)

(b)

() A transition probability matrix P is said to be doubly stochastic if the
sum over each column equals one. If such a Markov Chain is
irreducible, aperiodic and consists of m+1 states show that limiting
probabilities are given by 1/m+1 .

(i) Let N, be the number of heads observed in the first n flips of a fair
coinand X equalto N ,mod 5, find limP [ N, is multiple of 5]

n—oo

Two gamblers A and B bet on successive independent tosses of a coin that
lands heads up with probability p. If the coin turns up heads gambler A wins a
Rupee from Gambler B and if the coin turns up tails gambler B wins a Rupee
from Gambler A. Thus the total number of Rupees among the two gambler
stays fixed say N. The game stops as soon as either gambler is ruined.
Describe this as a Markov Chain and found its stationary distribution. Is it the
limit distribution?

Consider the points 1,2,3,4 marked on a straight line. Let X, be the Markov
Chain that moves to the right with probability 2/3 and to the left with
probability 1/3 and subject to the condition that if X, tries to go the left from 1

or to the right from 4 it stays there. Find the limiting amount of time the chain
spends at each point.

A time series model is specified by Y, =2aY,, —a’Y, , +e,.
where e, is a white noise process with variance o .

(1) Determine the values of a for which the process is stationary.

(i) Derive the auto covariances v, for k > 2

(i)  Show that the autocovariance function can be written in the

form v, = Aa* +k B a“

for some values of A and B which you should specify in terms of the constants
aand . Hence show that autocorrelation p,
po=[+l-a?k/l+a)p* k=0412,.

(iv)  Give a testing procedure for testing whether underlying
Time series can be modeled as AR(2) process given above.

E: Multivariate Analysis

Describe an orthogonal factor model with all its assumption and explain the
following terms (i) Factor loading (ii) specific variance (iii) communality.
Explain in brief what is factor rotation.

For the following covariance matrix 2., obtain the loading matrix L and specific
variances assuming one factor model and using principal component method.

1 -2 0
>=|-2 5 0
0 0 2

Obtain the proportion of total variance explained by first factor.
15
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16.

(@)

(b)

(b)

(@)

Define canonical correlations and the canonical variates. Show that the first
canonical correlation is larger than the absolute value of any entry in the matrix

p.,. Where p :(Pn Pr2

. . : X®
j is a correlation matrix of vector. X = (—pl
P | P

(p+a)xt

Obtain first canonical correlation and its associated canonical variate pair for
the following partitioned correlation matrix.

IAVCRE
p L% %
1 %

% hln ot

Let p,, p, denote the prior probabilities of two multivariate populations 7, and
7z, and f (x), f,(x) denote their probability density functions. Obtain the
classification rule that minimizes (TPM) total probability of misclassification.
Hence derive minimum TPM rule when f,is p-variate normal with mean vector

(i =1,2) and common variance matrix ¥ .

Suppose that n, =30 and n, =22 observations are made on two random
vectors X, and X, which are assumed to have bivariate normal distribution
with a common covariance matrix . but possibly different mean vectors g,
and u,. The sample mean vectors and inverse of a pooled covariance matrix
are as follows:

— (—0.0065 — —-0.02483
X, = X, =
—-0.039 —-0.0262

. [131.158 —90.423]

—90.423 108.147
() Testthe hypothesis H, : x4, = u, against H, : u, # u,.

(i) Obtain the Mahalanobis sample distance D?.
(i) Obtain the minimum TPM rule for classification.
(iv) Classify the observation X'=(-0.21 —0.044) to z, or z,.

o —

F: Numerical Analysis and Basic Computer Techniques

If X% is the approximation to the solution X of the system of linear equations
AX = b, then show that the next approximation X**V) of X using Gauss-Seidel
iteration method is obtained by X**V = x® + v® where v = (D + L) r(k); r(k)
=b - AX® and D the diagonal part, L the lower triangular part of A.

k=0, 1, ...n.

16
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18 (a)
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Using this method obtain X* for the following system of equations
2X1— Xo =7
X1+ 2Xo—X3=1

—Xo+2X3=1
Take initial approximation as X? =[0 0 0]’
Derive the Newton-Cotes Quadrature formula
b
PE)dX= 3 A (x)
a k=0
and deduce the Simpson's rule in the form
b _
Jf(x)dx=%[f(a)+4 f((@+b)/2)+f(b)]
a

using method of interpolation. Hence evaluate the following integral
1 2

X
J cos(x) dx

0

(i) Define forward difference operator A and prove that

AT(X)
f(x)

(b) A"sin(ax+b) = (23in%) "sin[ax+b +n(

(@) Alogf(x)=log(1+

),

ah+ 7w

)]

(ii) Evaluate the following, interval of differencing being unity:

(@) (2A+3)( E+2) (3x?+x+2)

(b) A’E33
The following values of the function f(x) for values of x are given as f(1) =4, (2)
=5, f(7) =5, f(8) =4. Find the value of f(6) and also the value of x for which f(x)
IS maximum or minimum using Lagrange’s interpolation formula.

Answer the following questions:

(i) Explain TCP/IP reference model in networking.

(i) What is a link (transmission media)? Explain point-to-point link and
broadcast link.

Answer the following questions:

(i) What do you understand by a relation in Relational Database Management
System? Explain how to select specific attribute columns and tuples from a
relation.

(i) Explain Binary search technique for the following numbers by taking search
key as 40:

12, 18, 24, 30, 35, 38, 40, 45, 50.
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